Accurate Measurement of Endogenous Insulin Secretion Does Not Require Separate Assessment of C-Peptide Kinetics
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The implication of β-cell failure as an early defect in type 2 diabetes exacerbates the need for accurate but facile assessment of islet cell secretory rate, particularly in large group studies in which individual assessment of C-peptide kinetics is impractical. This study was designed to examine whether it is possible to obtain accurate secretory rates from the extended combined model, which provides insulin and C-peptide kinetics from plasma measurements of the two peptides. Equimolar intraportal infusions of insulin and C-peptide that are designed to simulate insulin secretion rates during both oral and intravenous glucose tolerance tests were used to generate plasma insulin and C-peptide data in conscious dogs that were examined under clamped glucose conditions. The plasma peptide kinetics were analyzed using the extended combined model to generate estimates of prehepatic insulin secretion that were then compared with the known intraportal infusion rates. The extended combined model was able to reproduce the known intraportal infusion profiles. The model-predicted rates were similar to those calculated with methods that require separate assessment of C-peptide kinetics. Simulation results supported lesser clearance of insulin during rapid changes of portal insulin (as measured by an intravenous glucose tolerance test) versus slow changes in portal insulin (as measured by an oral glucose tolerance test). The extended combined model accurately calculates prehepatic insulin appearance. It may be possible to apply this approach to large studies of β-cell function designed to identify changes in islet function in subjects at risk for diabetes. Such an approach could strengthen epidemiological and genetic studies of the pathogenesis of diabetes.
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C ontroversy has long characterized the questions of the time course and relative importance of factors that contribute to development of type 2 diabetes. Although insulin resistance has long been considered the preeminent factor that contributes to the development of type 2 diabetes, recent evidence has suggested that defects in β-cell insulin secretion are an important and, possibly, a primary defect (1–5). A cause of conflicting opinions has been the failure to normalize indices of insulin secretion to insulin resistance. Such normalization has demonstrated severe β-cell defects that have occurred earlier than previously understood; for example, insulin response is decreased 60–70% in the impaired glucose tolerance (IGT) state, even though fasting insulin levels are normal or increased (3).

Several important difficulties remain in assigning relative risk to insulin secretion per se in the pathogenesis of type 2 diabetes. The plasma insulin response is determined by a balance between insulin secretion and the rate of insulin clearance. Recent evidence has suggested that both are important components that mediate changes in plasma insulin response in the face of insulin resistance (6). Also, it is often difficult to perform the multiple protocols necessary to perform deconvolution of C-peptide to obtain assessment of insulin release per se, independent of changes in first-pass hepatic extraction of the peptide. Such knowledge can be difficult to obtain because human C-peptide for injection is not always readily available and, consequently, a separate experimental day for C-peptide kinetic assessment is required. While assumption of parameter values for C-peptide disappearance kinetics is one approach, such an assumption may not be accurate (7,8).

We introduced the combined model as an alternative approach that avoids potential pitfalls of the deconvolution method (9). The model uses single compartment descriptions for both insulin and C-peptide kinetics and relies upon simultaneous kinetic analysis of the dynamics of both peptides from a single experimental protocol to derive estimates of prehepatic insulin secretion rates (9). Under conditions devoid of rapid kinetics, the original model was able to reproduce known intraportal infusion patterns in vivo (9). However, computer simulation studies indicated the model was unable to account for rapid kinetics that might be encountered by protocols, such as the intravenous glucose tolerance test (IVGTT) (10). This led to the introduction of the extended combined model, which incorporates two compartmental
C-peptide kinetics (10). Computer simulation studies suggested that the extended combined model should be able to estimate correctly kinetic parameters for insulin and C-peptide and, more importantly, for prehepatic insulin secretion rates. The goal of the current study was to examine the accuracy of the extended combined model’s ability to provide β-cell insulin secretion rates in vivo. Ready availability of such estimates would enable a reassessment of the role of insulin secretion per se, independent of hepatic insulin extraction, in the pathogenesis of states of reduced glucose tolerance, such as IGT and type 2 diabetes.

RESEARCH DESIGN AND METHODS

Surgery. Experiments were performed in six male dogs that were bred for research. All animals were instrumented with chronic indwelling catheters to allow infusion of peptides and sampling of blood. Dogs were housed under controlled kennel conditions (12h light-dark cycle) in the University of Southern California (USC) School of Medicine Vivarium and fed standard chow (25% protein, 49% carbohydrate, and 9% fat) (Wayne Dog Chow; Alfred Mills, Chicago) once each day. Surgical procedures were performed under strict aseptic conditions. Surgical and experimental protocols were approved by the USC Vivarium Institutional Animal Care and Use Committee, in accordance with the Animal Welfare Act. All animals were anesthetized with sodium thiopental (Biotal; Bio-Ceutic Laboratories, St. Joseph, MO) and maintained with 0.5-1.0% halothane and nitrous oxide. A tygon catheter (internal diameter [ID] 0.13 cm) was inserted in the left carotid artery through a lateral neck incision. This catheter was used for sampling of arterial blood. The catheter end was led subcutaneously to the back of the neck and exteriorized. The portal vein was accessed via a mid-line incision, and a silastic catheter (ID 0.04 cm) was inserted through a pinhole in the vessel wall and sutured in place ~3 cm from the porta hepatitis. This catheter was used for infusion of insulin and C-peptide. Upon closure of the peritoneal cavity, the portal catheter end was led subcutaneously to the back of the neck and exteriorized. Catheters were filled with heparin saline (100 U/ml), were coiled and capped, and were placed in a small bag protected with a heavy denim collar.

Dogs were allowed to recover from surgery for a minimum of 5 days, during which time they were treated with antibiotics as needed and were used for experiments only if they had a normal body temperature and hematocrit and exhibited normal behavior and diet. Dogs were studied in a conscious relaxed state in a Pavlov sling. When all experimental protocols were completed, dogs were euthanized with sodium pentobarbital, and catheter locations were verified postmortem.

Experimental protocols. Each animal underwent three experimental protocols after an overnight fast: a bolus C-peptide injection and two insulin/C-peptide infusion protocols mimicking secretory responses that were derived from our previous application of the method and represents the “average” dog (14–16). A glucose infusion profile necessary to prevent SRIF breakthrough by the pancreas or generate a counter-regulatory response.

Protocol 1: simulated OGTT. The general protocol scheme is shown in Fig. 1A. Experiments simulating the OGTT were successfully completed in five of the six animals studied. On the morning of the experiment, 19-gauge intracatheters (Deseret Medical, Sandy, UT) were inserted into a cephalic vein for infusion of SRIF (0.8 µg · min⁻¹ · kg⁻¹) (Bachem, Torrance, CA) and glucagon (2.0 ng · min⁻¹ · kg⁻¹, bovine porcine mix) (Sigma, ST Louis, MO) and into a saphenous vein for infusion of glucose (variable rate, 50% dextrose) (McGaw, Irvine, CA). At -120 min, we initiated SRIF and glucagon infusions and the intraportal infusion of equimolar porcine insulin (Sigma) and human C-peptide (Bachem) at 30 pmol/min to re-establish basal insulin and C-peptide concentrations. At t = 0, the intraportal equimolar insulin/C-peptide infusion was changed according to the predetermined infusion pattern. Concomitantly, the peripheral variable glucose infusion was initiated to prevent changes in the glucose concentration.

Carotid arterial blood samples (5 ml) were taken every 10 min during the equilibration period and at the following times after initiation of the simulated OGTT for determination of insulin and C-peptide: 5, 10, 15, 20, 25, 30, 45, 60, 75, 90, 105, 120, 140, 160, 180, 210, 240, 270, and 300 min. Extra blood (3 ml) was drawn every 30 min during the equilibration period and at the following times for determination of glucagon: 10, 30, 60, 90, 180, and 300 min. Glucose levels were measured online with an analyzer (YSI-2700; Yellow Springs Instruments, Yellow Springs, OH) to monitor the glucose concentration.

Protocol 2: IVGTT simulation. The IVGTT simulation protocol was analogous to that of protocol 1 (Fig. 1B), except that the intraportal equimolar insulin/C-peptide infusion profile was designed to simulate insulin secretion during an IVGTT. The peripheral glucose infusion was also altered to match the insulin action profile during the simulated IVGTT. Blood samples were collected at 2, 3, 4, 5, 6, 8, 10, 12, 14, 16, 19, 22, 25, 30, 35, 40, 45, 50, 55, 60, 75, 90, 105, 120, 150, and 180 min for arterial insulin/C-peptide samples. Glucagon samples were taken at 5, 10, 25, 40, 60, 100, and 180 min.

Experiments were successfully completed in all six animals studied. However, in a single animal, C-peptide measurements were not obtained, and protocol 2 for this animal was eliminated from further analyses.

Protocol 3: bolus C-peptide injection. After an overnight fast, basal blood samples were taken from the carotid arterial catheter at -20, -10, and -1 min. At t = 0, a bolus of human C-peptide (50 nmol/l) (Bachem) was injected over 30 s and was followed by a saline flush of equal volume. Additional blood samples for C-peptide were then taken at 1, 2, 3, 4, 5, 6, 8, 10, 12, 14, 16, 19, 22, 25, 30, 35, 40, 45, 50, 55, 60, 75, 90, 100, 120, 150, and 180 min.

Sample handling. All blood samples were collected in chilled tubes that contained sodium fluoride, heparin, and trasylool (1,000 U/ml) (FBA Pharmaceuticals, New York). Samples were kept on ice until centrifugation at 4°C. Plasma was aliquotted and frozen for later assay. During protocols 1 and 2, small aliquots of blood (0.5 ml) were immediately centrifuged for online measurement of plasma glucose levels. All samples were stored at -70°C.

Assays. Glucose was measured in triplicate on an autoanalyzer (YSI-2700; Yellow Springs Instruments) using the glucose oxidase method. Insulin was measured in duplicate using a radioimmunoassay (RIA) with dextran-charcoal separation (17). C-peptide samples were first extracted using polyethylene glycol, and then the supernatant was measured by RIA (18). Glucagon was assayed by RIA according to Faloona and Unger (19). Materials for all RIAs, including standards, antibody, and labeled peptide, were purchased from Novo Nordisk (Bagsvaerd, Denmark).

All plasma measurements were corrected for the volume of trasylool that was added to the sampling tube and for hematocrit that was measured periodically throughout the experiments. Hematocrit was assumed to change linearly between measurements.

Data analysis

The extended combined model. The extended combined model (Fig. 2) is described by the following system of differential equations:

\[ \frac{dI(t)}{dt} = F(t) - K_1(t)V(t) \]  
\[ C(t) = R(t) - S_1(t)V(t) - S_2(t)V(t) - S_3(t)V(t) \]
\[ C(t) = R(t) - S_1(t)V(t) - S_2(t)V(t) - S_3(t)V(t) \]

Where \( R(t) \) is the equilibrant release of insulin and C-peptide by the β-cells, \( F \) is the fraction of insulin surviving hepatic transit; \( K_1 \) is the fractional disappearance rate for insulin; \( K_2 \) and \( K_3 \) are the kinetic parameters for C-peptide; \( V(t) \) is the distribution volume for insulin; and \( V(t) \) and \( V(t) \) are the distribution volumes for C-peptide. By making the following substitutions,
Eqs. 1–3 become

\[
\frac{d I(t)}{dt} = f r(t) - K I_1(t)
\]

\[
\frac{d C_1(t)}{dt} = r(t) - (K_{21} + K_{01}) C_1(t) + K_{12} C_2(t)
\]

\[
\frac{d C_2(t)}{dt} = K_{21} C_1(t) - K_{12} C_2(t)
\]

where insulin secretion is now estimated per unit C-peptide volume in the first, presumably plasma, compartment \( (V_{C_1}) \).

**Numerical methods**

**Identification of the extended combined model.** The method used for identification of the extended combined model has been previously described (10) and is briefly reviewed in the Appendix. The principle behind the identification is to algebraically manipulate the model equations (Eqs. 6–8) in the Laplace domain to factor out the insulin secretion rate \( r(t) \) from the system of equations. This yields a set of equations, from which the secretion rate \( r(t) \) has been eliminated, that relates the concentrations of insulin and C-peptide in plasma. The equations are converted back into the time domain, and the parameters of these new equations can be estimated by fitting the C-peptide concentration, given insulin, or the converse.

**Independent assessment of C-peptide kinetics.** Protocol 3 was performed to provide independent estimates of kinetic parameters for plasma C-peptide and to allow estimation of insulin secretion rates by use of the Eaton deconvolution approach (24) as described by Polonsky and colleagues (7,20,21). C-peptide disappearance data from protocol 3 were fitted to the following exponential equation:

\[
C_i(t) = Ae^{-\lambda t} + Be^{-\mu t}
\]

The parameter estimates from this equation can be resolved into the individual rate constants for the two-compartment C-peptide model by using the following relationships:

\[
K_{12} = \frac{-\alpha A - B \alpha}{A + B}
\]

\[
K_{01} = \frac{\alpha B}{K_{12}}
\]

\[
K_{21} = \alpha + \beta - K_{12} - K_{01}
\]

\[
V_{C_1} = \frac{\text{dose}}{C_1(0)}
\]

\( C_i(0) \) is the predicted C-peptide concentration at \( t = 0 \) and assumes instantaneous distribution of the injected bolus of C-peptide.

**Statistics.** All parameter identifications were performed by use of MLAB (Civilized Software, Bethesda, MD). MLAB uses a Marquardt-Levenburg-weighted least-squares algorithm for parameter identifications. Weights for identifications were estimated through the use of MLAB’s internal EWT weighting function. This function uses a five-point moving average to derive an estimate of the standard deviation in the data then computes the weight as the inverse variance. Model fits to the data were assessed by residual analysis. Studentized residuals were calculated according to Draper and Smith (22), and residual time courses were tested for systematic patterns by using the Runs Test.

Prehepatic insulin secretion rates estimated from both the extended combined model and the Eaton deconvolution approach were compared with the known intraportal infusion rates by use of regression analysis. Because the model-predicted insulin secretion rates are in units of mass/time per C-peptide distribution volume, and because the intraportal infusions are in units of mass/time, the slope of the relationship between them provides an estimate of the C-peptide distribution space \( (V_{C_1}) \). Because all three protocols were not completed in all animals, estimates of C-peptide kinetics parameters that were derived from fitting proto-
col 3 data and the extended combined model were compared by one-way analysis of variance. All statistical analyses were performed using SAS for the personal computer (Version 6.04; SAS, Cary, ID). Data are reported as means ± SE, unless specified otherwise.

RESULTS

Plasma time courses

Protocol 1: simulated OGTT. Average plasma glucose, glucagon, insulin, and C-peptide time courses are shown in Fig. 3A. Plasma glucose was maintained at a steady-state level of 160 ± 22 mg/dl during the equilibration period, reached an average peak concentration of 219 ± 30 mg/dl at 75 min, and was on average lower at the end of the experiment (last 60 min: 127 ± 0.4 mg/dl). At no point during the experiment was the glucose level statistically different from the initial equilibration period. This indicates that despite the use of identical glucose infusion rates for all experiments, the model-predicted glucose infusion profile adequately prevented the fall in plasma glucose concentration. Glucagon reached a steady-state level of 110 ± 34 pg/ml and showed a tendency to rise over the course of the experiment, but it did not significantly deviate from the equilibration level. The mean plasma glucagon level was 179 ± 36 pg/ml at the end of the experiment.

During the last 30 min of the equilibration period, the mean plasma insulin level was 26 ± 4 pmol/l, and the mean C-peptide level was 141 ± 22 pmol/l. At t = 0, the intraportal infusion was altered according to the predetermined profile, and mean levels of insulin and C-peptide gradually increased to peaks of 231 ± 12 and 558 ± 36 pmol/l at 60 min, respectively.
Levels of both insulin and C-peptide then gradually decreased as the infusion rate was lowered and reached mean levels of 34 ± 4 and 131 ± 13 pmol/l by the end of the experiment.

**Protocol 2: simulated IVGTT.** Average plasma glucose, glucagon, insulin, and C-peptide time courses for the simulated IVGTT are shown in Fig. 3B. The average glucose concentration during the equilibration period was 179 ± 14 mg/dl, but it decreased to 151 ± 3 mg/dl during the 30-min period before the initiation of the simulated IVGTT. Plasma glucose levels remained relatively constant during the majority of the experimental period but gradually decreased to 95 ± 3 mg/dl during the last 60 min of the experiment. There were no rapid changes in the glucose concentration over the course of the experiment. The plasma glucose concentration at the end of the experiment was not statistically different from the average glucose concentration during the equilibration period or during the initial 10 min after the simulated IVGTT was initiated (P > 0.10 for both). The initial steady-state glucagon level was 179 ± 40 pg/ml and did not change significantly over the course of experiment.

During the last 30 min of the equilibration period, the mean plasma insulin level was 30 ± 6 pmol/l, and the mean C-peptide level was 147 ± 32 pmol/l. At t = 0, the intraportal infusion was altered, and mean levels of insulin and C-peptide abruptly increased to peaks of 508 ± 56 pmol/l by 4 min for insulin and 962 ± 57 pmol/l by 5 min for C-peptide. Plasma concentrations of both peptides gradually decreased and thereby exhibited dynamics typical of an IVGTT. Final insulin and C-peptide concentrations at the end of the experiment were 33 ± 2 and 164 ± 37 pmol/l, respectively.

**Protocol 3: bolus C-peptide injection.** Premedication C-peptide levels were below detection limits of the assay. As previously mentioned, this experiment used human C-peptide, which is significantly different from the canine variant (23), and injection of human C-peptide resulted in an immediate increase in concentration to 7,690 ± 1,890 pmol/l by 1 min. The C-peptide concentration then fell in a biexponential fashion to 37 ± 10 pmol/ml by the end of the experiment at 180 min (data not shown).

**Modeling results.** The extended combined model was able to fit and provide physiologically plausible parameter estimates for four of the five OGTT simulations and for the remaining five IVGTT simulation experiments. For the one OGTT that failed, physiologically implausible negative parameter values were obtained. Thus, the remaining analyses were performed while excluding this single case. Exponential fits to the C-peptide disappearance curves from protocol 3 were successfully completed on all six experiments.

Combined model fits to the OGTT-simulated data had the identical shape, but they did not appear to follow the measured insulin and C-peptide time courses (Fig. 4A). Although none of the residuals were significantly different from zero (Fig. 4A, inset), Runs test revealed a systematic pattern in the residual time course (P < 0.025). Model predictions for insulin were consistently lower than the measured data, while C-peptide predictions were consistently higher. In contrast, model fits to IVGTT-simulated data were better than those obtained for the OGTT simulation (Fig. 4B). The residual time courses were randomly distributed about zero and exhibited no systematic patterns (Fig. 4B, inset). Exponential fits to the C-peptide disappearance curves from the bolus injection experiments were excellent and displayed no detectable pattern in the residual time course (data not shown).

Average parameter estimates from all three protocols are shown in Table 1. Fractional insulin disappearance (Kt) was not significantly different between the two infusion protocols. Parameter f, the index of fractional hepatic insulin survival, can be converted to a value that reflects fractional hepatic insulin extraction (9). Fractional hepatic insulin extraction was significantly lower during the simulated IVGTT compared with the simulated OGTT (P < 0.025).

Data from the extensive work by Polonsky et al. (7) suggest that C-peptide parameters have a low intrasubject coefficient of variation. Based on these results, one would expect the C-peptide parameters to be similar among the three protocols. Comparison of C-peptide parameters among the three protocols revealed no statistically significant differences (Table 2). However, in some cases, parameters derived from the simulated OGTT were different from those derived from the simulated IVGTT and the bolus injection experiments.

**Prehepatic insulin secretion rates.** The comparison of the average insulin secretion rates estimated by the extended combined model to the known equimolar insulin/C-peptide intraprofusal infusion rates is shown in Fig. 5. When the estimated insulin secretion rates were compared with the known intraprofusal infusion rate, a high degree of correlation was obtained for both infusion profiles (OGTT, r = 0.938 ± 0.018; IVGTT, r = 0.943 ± 0.005) (Fig. 6). Because the extended combined model estimates prehepatic insulin secretion per unit C-peptide volume and the intraprofusal infusion is in units of mass per time, the slope of the relationship between the two provides an estimate of the C-peptide distribution volume. For the simulated OGTT data, an average C-peptide distribution space of 2.49 ± 0.37 liters was estimated, and a similar value was obtained for the simulated IVGTT (2.66 ± 0.84 liters). These volumes were not different from the distribution volume that was estimated from the bolus injection protocol (2.40 ± 0.36 liters, P > 0.50). When the model-estimated insulin secretion rates are corrected for the estimated C-peptide distribution space and superimposed upon the known intraportal infusion rates, the profiles are near identical, which indicates that the extended combined model is capable of accurately reproducing the known intraportal infusion rates.

Insulin secretion rates were also estimated by use of the deconvolution approach introduced by Eaton et al. (24) and refined by Van Cauter et al. (7) and Polonsky et al. (25). Secretion rates derived from the Eaton approach did not match the intraportal infusion rate in three of the four animals (Fig. 6). In two cases, secretion estimates were significantly underestimated; in one case, they were overestimated. Given the dissimilarity in C-peptide kinetic parameters that were derived from the bolus injection protocol versus the extended combined model (Table 2), this outcome is somewhat expected. In contrast, the secretion estimates from the Eaton approach for the IVGTT simulation were well matched with the known intraportal infusion rates.

**Discussion**

Insulin resistance alone does not result in type 2 diabetes (3,26). This realization has refocused interest on the β-cells as a companion or, possibly, a primary factor in the pathogenesis of this prevalent disease. With accurate measures of β-cell function and insulin secretion, diabetes risk can be
expressed in terms of the product of these parameters, the so-called disposition index (4,27). The disposition index has been shown to exhibit high heritability (28,29) in kindred with type 2 diabetes. Thus, there is a perceived need to assess islet function to identify those individuals most at risk for type 2 diabetes.

Measurement of islet function is confounded by variations in first-pass liver insulin extraction. Given the importance of the β-cell, it is of paramount importance to be able to measure insulin secretion in subjects at risk for type 2 diabetes. While the deconvolution approach introduced by Eaton et al. (24) and improved by Polonsky and colleagues (7,20) has proven immensely useful, one disadvantage is the necessity of a priori knowledge of C-peptide kinetics.

Cobelli and Pacini (30) introduced an alternative approach based on the minimal model of insulin kinetics (31). Toffolo et al. (32) have expanded the initial work and have evaluated variations on the original model to assess insulin secretion during the IVGTT. While the simulation work by Toffolo et al. (32) has provided interesting insights into the characteristics of insulin secretion from the IVGTT, both the original model and its variations were designed specifically for the intravenous test and thus cannot be applied globally to different clinical or experimental protocols.

The original combined model used single-compartment representations for the kinetics of both insulin and C-peptide (9) and obviated the need for assumption or independent measurement of C-peptide disappearance kinetic parameters.
Recently, the model structure was extended to include the two-compartment configuration for C-peptide, but it retained single compartment kinetics for insulin (10). Computer simulation studies suggested that this extended model should provide accurate estimates of parameters for insulin and C-peptide kinetics and prehepatic insulin secretion rates under both slow and rapid secretory kinetics. The current experimental study was performed to examine directly whether it is possible to calculate accurate estimates of insulin secretion rates by use of the extended combined model. If so, it might be possible to identify subtle changes in $\beta$-cell secretion rates in the absence of separate assessment of C-peptide disappearance kinetics.

Because accurate direct measurement of insulin release from the pancreas is extremely difficult due to sampling problems and incomplete mixing in the portal vein, we chose to create experimental conditions that allowed for the rate of delivery of insulin and C-peptide into the portal circulation to be known with precision. If the extended combined model could reproduce the known intraportal infusion rates, then it should be able to reproduce accurately the appearance of endogenously secreted insulin/C-peptide release into the portal circulation. Secretory profiles from two common protocols used in clinical research, the OGTT and IVGTT, were simulated. The overall results of this study clearly indicate that the extended combined model provides accurate and precise estimates of prehepatic insulin secretion. Furthermore, these results are not significantly different from those that would be obtained by use of the deconvolution approach introduced by Eaton and refined by Polonsky.

Interestingly, C-peptide model parameters estimated from the simulated OGTT, while not statistically different, in some cases did not match those from the simulated IVGTT or the bolus injection experiments (Tables 1 and 2), whereas the latter two provided relatively consistent parameter estimates. Kinetic insulin parameters were also different when comparing combined model estimated values for the OGTT and IVGTT simulations. The relatively small sample size in this study precludes conclusions regarding absolute differences in parameter estimates among protocols; however, it is important to note that our results are in contrast to the work of Van Cauter et al. (7), who report low intra- and interindividual coefficient of variations in kinetic C-peptide parameters (7).

Despite these differences, it is also worth noting that if large differences in kinetic parameters were critical, prehepatic insulin secretion estimated from deconvolution using incorrect parameters should not have matched the known intraportal insulin/C-peptide infusion profiles used for the OGTT simulation. When prehepatic insulin secretion rates were estimated using the parameters from the bolus injection protocol rather than the values estimated by the Extended Combined Model, the secretion estimates for the simulated OGTT did not match the known intraportal infusion rate. The estimated prehepatic insulin secretion matched the intraportal infusion pattern only when parameters estimated from the Extended Combined Model were used for the deconvolution. The current study cannot formally address the issue of parameter sensitivity. However, based on the observations above and previous computer simulation study (10) one could argue that variability in kinetic parameters exists under differing experimental conditions and inaccurate parameter estimates or assumption of parameter values can lead to inaccurate assessment of insulin secretion rates.

Another interesting observation concerns the difference in the estimated hepatic insulin extraction rate between the simulated OGTT and IVGTT experiments. In the simulated OGTT, the estimated fractional hepatic extraction of insulin is similar to literature values suggesting that ~50% of insulin is extracted by the liver (33). However, in the simulated IVGTT, this value drops to 33% (Table 1). There are two explanations for this difference. The first is an error in the model that allows for an underestimation in the true hepatic extraction rate. This could be because the model assumes constant fractional hepatic insulin extraction. The extended combined model would likely provide incorrect estimates

## Table 1

<table>
<thead>
<tr>
<th>Average model parameters</th>
<th>OGTT simulation</th>
<th>IVGTT simulation</th>
<th>Exponential fits</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>f</td>
<td>$0.397 \pm 0.097$</td>
<td>$0.774 \pm 0.053^*$</td>
<td>—</td>
</tr>
<tr>
<td>Hepatic extraction (%)</td>
<td>64.5 ± 3.6</td>
<td>33.4 ± 0.1*</td>
<td>—</td>
</tr>
<tr>
<td>$K_1$ (min$^{-1}$)</td>
<td>0.167 ± 0.041</td>
<td>0.274 ± 0.051</td>
<td>—</td>
</tr>
<tr>
<td>$K_{12}$ (min$^{-1}$)</td>
<td>0.085 ± 0.039</td>
<td>0.095 ± 0.058</td>
<td>—</td>
</tr>
<tr>
<td>$\lambda_1$ (min$^{-1}$)</td>
<td>0.448 ± 0.153</td>
<td>0.218 ± 0.112</td>
<td>0.264 ± 0.040</td>
</tr>
<tr>
<td>$\lambda_2$ (min$^{-1}$)</td>
<td>0.029 ± 0.012</td>
<td>0.031 ± 0.010</td>
<td>0.032 ± 0.006</td>
</tr>
</tbody>
</table>

Data are means ± SE. *P < 0.05 vs. OGTT simulation.

## Table 2

<table>
<thead>
<tr>
<th>Comparison of C-peptide kinetic parameters</th>
<th>Bolus injection</th>
<th>OGTT simulation</th>
<th>IVGTT simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Animal</td>
<td>$K_{21}$</td>
<td>$K_{12}$</td>
<td>$K_{01}$</td>
</tr>
<tr>
<td>A</td>
<td>0.0226</td>
<td>0.0122</td>
<td>0.2367</td>
</tr>
<tr>
<td>B</td>
<td>0.0638</td>
<td>0.0521</td>
<td>0.3621</td>
</tr>
<tr>
<td>C</td>
<td>0.0313</td>
<td>0.0328</td>
<td>0.1288</td>
</tr>
<tr>
<td>D</td>
<td>0.0847</td>
<td>0.0684</td>
<td>0.1403</td>
</tr>
<tr>
<td>E</td>
<td>0.0243</td>
<td>0.0312</td>
<td>0.1499</td>
</tr>
<tr>
<td>F</td>
<td>0.0719</td>
<td>0.0761</td>
<td>0.1733</td>
</tr>
<tr>
<td>Mean</td>
<td>0.0498</td>
<td>0.0455</td>
<td>0.1985</td>
</tr>
<tr>
<td>SE</td>
<td>0.0110</td>
<td>0.0100</td>
<td>0.0363</td>
</tr>
</tbody>
</table>

Data are expressed as min$^{-1}$.  

**Note:** Table 1 contains the average model parameters for OGTT and IVGTT simulations, along with exponential fits. Table 2 provides a comparison of C-peptide kinetic parameters for different injection types, with values listed for $K_{21}$, $K_{12}$, and $K_{01}$.

**Reference:** Eaton and Polonsky.
of the prehepatic insulin secretion profile if large changes in hepatic insulin extraction occurred over the course of the experiment. However, we have found no evidence for this possibility: the extended combined model accurately reproduces the intraportal infusion rates for both the simulated OGTT and IVGTT. Furthermore, computer simulation studies (10) showed no evidence for such a structural deficiency.

Alternatively, the large mass of insulin appearing in the portal circulation during first-phase secretion could partially saturate the ability of liver insulin receptors to bind to and internalize insulin, which would result in a lower extraction rate. Previous work in this laboratory provides compelling evidence for this alternative. Steil et al. (34) performed paired intraportal and peripheral insulin infusion experiments with the goal of matching peripheral insulin concentrations between the two experiments. The plasma insulin profile they attempted to match was that from the IVGTT. They found that the only way to match the insulin concentrations observed in the intraportal infusion experiment was by assuming a 33% fractional hepatic extraction rate for the peripheral infusion experiment.

The model fits to the simulated OGTT displayed a distinct pattern in the residual time course for both insulin and C-peptide (Fig. 4). Although such patterns typically suggest a deficiency in model structure, the result from the simulated IVGTT protocol discounts this possibility because the model is able to provide accurate predictions of insulin and C-peptide. Furthermore, despite the residuals, the model-predicted plasma concentrations had the appropriate shape, and the final calculation of prehepatic insulin secretion matched the intraportal infusion profile. Thus, there is no clear explanation for the imperfect model fits to the simulated OGTT data. One possibility is a slight mismatch in the insulin and C-peptide because of incomplete suppression of endogenous hormone secretion. Because the plasma profile of one peptide is used as input for the other, it is possible that a shift in either or both peptide measurements could result in a slightly poorer model fit. Evidence for this possibility exists in the comparison of the estimated secretion rate with the known intraportal infusion rate after correction for the estimated C-peptide distribution space. This relationship parallels the line of unity with a positive intercept of 0.0039 pmol/min. Although not statistically different from zero, this intercept hints at an absolute offset possibly due to incomplete suppression of endogenous insulin and C-peptide release by SRIF. Given that human and canine insulin are indistinguishable and their C-peptides are different, incomplete SRIF suppression of endogenous hormone release would result in differential confounding effects on the insulin and C-peptide time courses. Therefore, it should be noted that for the simulated IVGTT experiments, there was no evidence for incomplete SRIF suppression, and the model better fits the insulin and C-peptide data.

In summary, in vivo experimental conditions that allowed for the equimolar portal appearance of insulin and C-peptide to be known were created. Peripheral concentrations of both peptides were measured under conditions that simulated

FIG. 5. Comparison of model-predicted insulin secretion to known intraportal infusion. Insulin secretion rates estimated by the extended combined model are compared with the known intraportal infusion rates for the simulated OGTT (A) and the simulated IVGTT (B). The left panels show correlations between the average estimated secretion rates and known infusion rates. The right panels show the estimated secretion time courses for each animal (solid lines) superimposed upon the known intraportal infusion rate (○).
characterize the kinetics of $A_7$ and $K_1$ for each animal. 

$Y_1(t) = Y_1 + Y_2 + f(t)$ (A3)

$\frac{dY_1(t)}{dt} = fK_1I(t) - \lambda_1Y_1(t) - \lambda_1 fI(t)$ (A1)

$\frac{dY_2(t)}{dt} = fI(t)(K_{12} - \lambda_2) + (K_{12} - \lambda_2)Y_1(t) - \lambda_2 Y_2(t)$ (A2)

$C_i(t) = Y_1 + Y_2 + f(t)$

$\frac{dZ_i(t)}{dt} = f(\lambda_1 - K_{12})C_i(t) - K_{12}Z_i(t)$ (A4)

$\frac{dZ_1(t)}{dt} = (\lambda_2 - K_{12})C_i(t) - K_{12}Z_1(t)$ (A5)

$I(t) = Z_1(t) + f[Z_2(t) + C_i(t)]$ (A6)

Equations 9–11 describe the kinetics of C-peptide in plasma $[C_i(t)]$ where the plasma insulin profile $[I(t)]$ is used as a surrogate representation of the prehepatic insulin secretion rate. Parameters $\lambda_1$ and $\lambda_2$ characterize the kinetics of C-peptide in plasma, and the inverse of these two parameters represent the fast and slow time constants for C-peptide disappearance. Equations A1–A6 describe the alternative formulation of the model where the kinetics of plasma insulin are described by use of plasma C-peptide as the surrogate representation of the prehepatic insulin secretion rate.

Once individual parameter estimates are obtained, the prehepatic secretory rate is reconstructed by using deconvolution. The extended combined model parameters for C-peptide kinetics can be resolved into the parameters from the standard two-compartment configuration by the following relationships:

$K_{12} = K_{12}$ (A7)

$K_{01} = \frac{\lambda_1\lambda_2}{K_{12}}$ (A8)

$K_{21} = \lambda_1 + \lambda_2 - K_{12} - K_{01}$ (A9)
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